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Abstract 

Purpose: This study examines the key factors        

contributing to misunderstanding and user                 

dissatisfaction in AI-driven chatbot interactions, 

with a focus on intent misinterpretation, emotional 

responsiveness, personalization, and privacy             

concerns across multiple service sectors. 

Methodology: A qualitative research design was 

adopted using semi-structured interviews with 

twelve participants from e-commerce, banking,   

education, and customer service sectors. Thematic 

analysis was applied to identify recurring patterns 

and user perceptions related to chatbot performance 

and experience. 

Findings: Findings revealed four dominant sources 

of dissatisfaction: misunderstanding user queries, 

inaccurate or incomplete responses, lack of              

emotional intelligence and personalization, and     

concerns regarding data security and privacy. While 

chatbots were effective for routine inquiries, they 

were perceived as inadequate for complex or             

emotionally sensitive interactions.     

Unique Contribution to Theory, Practice, and 

Policy: The study contributes theoretically by              

extending human–AI interaction literature through a 

user-centered, qualitative perspective. Practically, it 

offers actionable design recommendations for            

improving chatbot empathy, accuracy, and               

trustworthiness. From a policy perspective, it   

highlights the importance of transparent data            

governance and regulatory compliance in AI-driven 

service systems. 
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INTRODUCTION 

Artificial intelligence chatbots have transformed customer service by providing instant              

message responses 24/7, automating FAQ inquiries, and enhancing user engagement 

(Adamopoulou & Moussiades, 2020). AI chatbot is used in many sectors to give greater              

operational efficiency, lower costs, greater productivity, and to provide seamless support. In a 

study published by Markets Insider (2021), the global chatbot market was valued at $2.9              

billion in 2020 and is expected to grow at a compound annual growth rate (CAGR) of 23.5% 

to $10.5 billion by 2026.  

The rapid growth of the global chatbot market increases the importance of studying user dis-

satisfaction, as dissatisfaction at scale can significantly damage customer trust, brand reputa-

tion, and service adoption. As chatbot deployment expands across industries and customer 

touchpoints, even minor usability flaws or emotional disconnects can affect millions of users, 

amplify negative experiences and increase customer churn. Understanding dissatisfaction at 

this stage is therefore critical to ensuring sustainable, responsible, and user-centered AI              

adoption. 

However, even if such AI chatbots are widely used nowadays, many customers find frustration 

and still feel dissatisfied because of misunderstanding with how they addressed their problem 

via the chatbot. These issues come from its limitations in natural language processing (NLP), 

lack of contextual understanding, and inability to handle complex or emotional inquiries            

effectively (Brandtzaeg & Følstad, 2018). In addition, studies have highlighted that users often 

feel unheard or misunderstood when chatbot fails to interpret queries accurately or provide 

generic, irrelevant or repetitive responses, which leads to consumers' frustration, increase    

customer churn rate and preferences for human assistant support (Press, 2023). 

The goal of this study is to examine the main challenges that consumers face in communication 

with the AI chatbot and lead to misunderstanding and user dissatisfaction, how it impacts on 

consumers' perception, in addition, propose recommendations for improving the AI chatbot to 

increase its effectiveness and users’ satisfaction. Understanding these issues is important for 

businesses that are looking for optimizing AI chatbot customer service, enhancing their users' 

experience, and satisfaction. 

This study positions misunderstandings as the central phenomena driving user dissatisfaction 

in interactions with AI-driven chatbots. Such misunderstandings emerge primarily from three 

interconnected mechanisms: limitations in natural language processing (NLP) that hinder           

accurate intent recognition, insufficient emotional responsiveness that reduces perceived            

empathy, and a lack of personalization that weakens contextual relevance. Rather than treating 

these factors independently, this research conceptualizes them as interrelated processes through 

which chatbot systems fail to interpret user needs effectively, resulting in frustration,              

disengagement, and diminished trust. This framing enables a more integrated understanding of 

how technical and relational deficiencies collectively shape negative user experiences. 

Research Gap and Study Objectives 

Despite the rapid adoption of AI-driven chatbots across customer service sectors, existing            

research has predominantly focused on their technical efficiency, adoption rates, and cost-re-

duction benefits. While prior studies acknowledge issues such as misunderstanding user que-

ries, lack of empathy, and trust concerns, much of the literature relies on quantitative surveys 

or experimental designs that capture surface-level satisfaction metrics. Consequently, there   
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remains a limited in-depth understanding of how users interpret, experience, and make sense 

of chatbot failures during real service interactions, particularly across different service sectors. 

Moreover, existing studies often examine these challenges in isolation, rather than exploring 

how misinterpretation, emotional disconnect, response accuracy, and privacy concerns collec-

tively shape user dissatisfaction. This creates a gap in understanding the holistic user experi-

ence and the underlying reasons that drive frustration and preference for human agents. 

To address this gap, the present study adopts a qualitative, user-centered perspective to explore 

the lived experiences of consumers interacting with AI-driven chatbots across multiple sectors. 

By capturing rich narratives from users, the study aims to uncover nuanced insights into the 

sources of misunderstanding and dissatisfaction that are not fully explained through quantita-

tive measures alone. 

Accordingly, the study is guided by the following research questions: 

RQ1: How do users experience and interpret misunderstandings during interactions with              

AI-driven chatbots? 

RQ2: What factors contribute most significantly to user dissatisfaction with chatbot-based     

customer service? 

RQ3: How do emotional responsiveness, personalization, and privacy concerns independently 

influence users’ perceptions of chatbot effectiveness? 

RQ4: How do users compare AI chatbot interactions with traditional human-based customer 

support? 

The findings of this study aim to inform the design of more empathetic, accurate, and               

trustworthy AI chatbot systems that align with evolving user expectations. 

Problem Statement 

Despite the widespread implementation of AI-driven chatbots in customer service ecosystems, 

substantial user dissatisfaction persists due to persistent miscommunication, emotional             

disengagement, and privacy concerns during automated interactions. While the extant literature 

has thoroughly examined chatbot efficiency, adoption metrics, and cost-benefit analyses, a   

critical conceptual gap remains: limited empirical exploration of how users experience and   

interpret chatbot failures within real-world service contexts, particularly regarding the interplay 

between emotional responsiveness, contextual personalization, and data privacy. Prior research 

predominantly relies on quantitative satisfaction metrics that capture surface-level outcomes 

while neglecting the underlying cognitive-affective processes that shape user trust,             

engagement, and system acceptance. Furthermore, existing studies frequently treat technical 

limitations, emotional disconnect, and privacy risks as isolated phenomena, thereby obscuring 

the synergistic mechanisms through which these interconnected factors collectively drive user 

frustration and preference for human agents. This study addresses these gaps through a              

qualitative, user-centered methodology, systematically investigating cross-sector consumer  

experiences with AI chatbots. The findings will advance theoretical understanding of             

human-AI interaction by revealing experiential dimensions of failure; inform practical design 
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frameworks for developing more accurate, empathetic, and trustworthy conversational agents; 

and support policy development for ethical, transparent, and user-centric AI governance. 

LITERATURE REVIEW 

The growing integration of AI-driven chatbots into customer service has attracted significant 

academic attention, particularly regarding their efficiency, scalability, and ability to deliver 

continuous support. However, despite their operational advantages, a growing body of                  

literature highlights persistent challenges that negatively affect user experience and                  

satisfaction. This review is organized around four key themes that dominate current debates on 

chatbot effectiveness: (1) misunderstanding and intent recognition, (2) response accuracy and 

reliability, (3) emotional intelligence and personalization, and (4) privacy and data security 

concerns. 

Misunderstanding User Intent and Contextual Limitations 

A central theme in chatbot research is the system’s limited ability to accurately interpret with 

a user intent. Many chatbots rely heavily on keyword matching and predefined dialogue flows, 

which restrict their capacity to understand non-standard phrasing or complex queries. Zhang et 

al. (2024) argue that such limitations frequently result in chatbot-induced service failures,     

leading to user frustration and disengagement. Similarly, Brandtzaeg and Følstad (2018)            

emphasize that evolving user expectations increasingly expose the gap between human               

conversational norms and chatbot capabilities. 

Fan et al. (2023) further highlight that inadequate escalation mechanisms exacerbate this issue, 

as users are often unable to transition smoothly to human agents when misunderstandings            

occur. This body of research underscores the importance of contextual awareness and adaptive 

dialogue management in reducing service breakdowns. 

Response Accuracy, Reliability, and Trust 

Beyond intent recognition, the accuracy and reliability of chatbot responses constitute a critical 

determinant of user satisfaction. While chatbots perform effectively in handling routine            

inquiries, studies consistently show their limitations in addressing complex, domain-specific 

requests. Sun (2017) reported a 70% failure rate in early chatbot implementations, raising    

concerns about reliability and user trust. 

More recent research by Graham et al. (2025) demonstrates that inaccuracies in chatbot                

responses, particularly in financial and banking services, significantly erode consumer             

confidence. When users perceive chatbot information as unreliable, they are more likely to 

abandon automated services in favor of human support. This theme reflects an ongoing debate 

regarding whether current AI capabilities can meet the accuracy demands of high-stakes                

service environments. 
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Emotional Intelligence, Empathy, and Personalization 

Another prominent debate in chatbot literature concerns the lack of emotional intelligence and 

personalized interaction. Users increasingly expect service technologies to demonstrate             

empathy, especially during complaint handling and service recovery scenarios. Hlee et al. 

(2022) found that when chatbots attempt to mimic human conversation without genuine              

emotional understanding, users experience disappointment and reduced engagement. 

Similarly, Purington et al. (2019) emphasize that trust in chatbots is closely tied to their ability 

to respond in a socially appropriate and emotionally sensitive manner. Generic, scripted                

responses contribute to perceptions of chatbots as impersonal and robotic, limiting their              

effectiveness in customer relationship management (Zhang et al., 2024). This debate highlights 

the tension between automation efficiency and the human need for emotional connection. 

Privacy, Data Security, and Regulatory Concerns 

Privacy and data security represent a critical and increasingly debated theme in AI-driven             

service interactions. Scott (2023) reports that a majority of users express concern over how 

chatbots collect, store, and utilize personal data, particularly in sensitive contexts such as       

banking and healthcare. High-profile data breaches, such as the Tesco Bank cyber incident 

(Arthur, 2016), have intensified public skepticism toward automated systems. 

In response, regulatory frameworks such as the General Data Protection Regulation (GDPR) 

and the California Consumer Privacy Act (CCPA) impose strict requirements on transparency, 

consent, and data protection (Jha et al., 2025). Veale and Zuiderveen Borgesius (2021) argue 

that compliance with these regulations is not only a legal necessity but also a foundational 

element in building user trust. This literature emphasizes that privacy safeguards are integral 

to the long-term adoption of chatbot technologies 

Synthesis and Research Gap 

Collectively, the literature reveals that user dissatisfaction with AI-driven chatbots arises from 

an interconnected set of technical, emotional, and ethical challenges. While prior studies have 

examined these issues individually, there is limited qualitative research that explores how users 

experience and interpret these challenges holistically across different service sectors. 

Most existing research relies on quantitative measures of satisfaction or performance metrics, 

leaving a gap in understanding the lived experiences, emotional responses, and sense-making 

processes that shape user perceptions of chatbot effectiveness. Addressing this gap, the present 

study adopts a qualitative, interpretivist approach to examine user dissatisfaction through             

in-depth interviews, offering a richer, user-centered perspective that extends current chatbot 

research. 

Collectively, the reviewed studies converge in identifying misunderstanding, limited emotional 

responsiveness, and concerns over accuracy and privacy as central determinants of user             

dissatisfaction with AI-driven chatbots. However, notable contradictions and unresolved          

tensions remain within this body of literature. For instance, while Zhang et al. (2024) and 
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Brandtzaeg and Følstad (2018) emphasize technical limitations in intent recognition as the     

primary source of service failure, Hlee et al. (2022) and Purington et al. (2019) argue that even 

technically accurate responses may be evaluated negatively when emotional cues and social 

appropriateness are lacking. This divergence suggests an unresolved tension between                

functional performance and affective expectations, indicating that technical accuracy alone 

may be insufficient to ensure positive user experiences. 

Similarly, the literature presents conflicting views on the extent to which personalization can 

compensate for automation. Whereas some studies propose that adaptive and context-aware 

dialogue systems can narrow the gap between human and machine interaction (Fan et al., 

2023), others contend that simulated empathy may heighten user disappointment by creating 

unrealistic expectations of human-like understanding (Hlee et al., 2022). This contradiction 

reflects an ongoing debate regarding whether anthropomorphic design enhances trust or,             

conversely, amplifies perceptions of failure when emotional authenticity is absent. 

Further tension is evident in the relationship between efficiency and trust. Graham et al. (2025) 

and Sun (2017) document significant declines in user confidence when response accuracy              

falters, particularly in high-stakes domains, whereas regulatory-focused studies (Veale & 

Zuiderveen Borgesius, 2021; Jha et al., 2025) suggest that transparency and compliance may 

partially offset technical shortcomings by reinforcing institutional trust. Yet, empirical               

evidence remains limited regarding how users reconcile regulatory assurances with lived              

experiences of error, misinterpretation, and privacy vulnerability during real-time interactions. 

These contradictions indicate that existing research has not fully resolved how technical            

competence, emotional engagement, personalization, and ethical assurance interact             

dynamically in shaping user evaluations of chatbot systems. Most studies isolate individual 

variables, thereby obscuring the complex trade-offs and synergies among them. The present 

study addresses this unresolved tension by examining how users simultaneously interpret     

functional breakdowns, emotional disconnect, and privacy concerns, offering an integrated, 

experiential account of how these factors collectively construct dissatisfaction and preference 

for human agents across service contexts. 

Early chatbot systems such as ELIZA (Weizenbaum, 1966) and PARRY (Colby, 1975) relied 

on rule-based pattern matching and scripted responses, offering only the illusion of                

understanding and little capacity for contextual or semantic interpretation. Since then, advances 

in natural language processing and machine learning—particularly the development of             

statistical dialogue systems and, more recently, deep neural and transformer-based             

architectures—have substantially improved linguistic fluency, domain coverage, and              

scalability (Jurafsky et al., 2008; Radford et al., 2019). Contemporary chatbots can generate 

coherent, contextually appropriate utterances and handle a wide range of user inputs,              

representing a significant departure from the brittle, surface-level interactions of early systems. 
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Nevertheless, empirical research demonstrates that despite these technological advances,     

fundamental challenges persist. Modern conversational agents still struggle with robust intent 

recognition, deep contextual understanding, emotional attunement, and trustworthiness,             

particularly in complex or high-stakes domains (Brandtzaeg & Følstad, 2017; Luger & Sellen, 

2016; Araujo, 2018). Thus, while current systems surpass early chatbots in fluency and             

flexibility, the present findings must be understood as part of a longer historical trajectory in 

which improvements in surface-level language generation have not fully resolved enduring 

limitations in pragmatic understanding, social intelligence, and user trust. 

Critically, scholars argue that while AI systems can simulate empathetic communication, they 

cannot possess genuine empathy because they lack consciousness, subjective experience, and 

affective states. Empathy in humans involves both cognitive perspective-taking and affective 

resonance, grounded in lived emotional experience and moral agency (Decety & Jackson, 

2004). In contrast, AI models identify emotional patterns in data and generate contextually 

appropriate responses without feeling or understanding emotions in any phenomenological 

sense (Boden, 2016). This has led to the notion of “simulated empathy” or the “empathy          

illusion,” whereby users may perceive warmth and understanding despite the absence of            

genuine emotional concern (Araujo, 2018; Luger & Sellen, 2016). Empirical studies show that 

although empathetic language in chatbots can increase perceived social presence and trust,  

users often question its authenticity once they reflect on the system’s non-sentient nature 

(Følstad & Skjuve, 2019). Ethical critiques further warn that presenting simulated empathy as 

equivalent to human care may foster emotional over-reliance and mislead users in sensitive 

contexts such as mental health and crisis support (Bickmore et al., 2018). Thus, while advances 

in affective computing enable increasingly sophisticated emotional simulation, the absence of 

intentionality and experiential feeling marks a fundamental boundary between artificial and 

genuine empathy. 

Beyond addressing the lack of holistic, qualitative accounts in prior research, the present study 

extends the literature in three important ways. First, rather than treating intent recognition,    

response accuracy, emotional responsiveness, personalization, and privacy as separate               

determinants of satisfaction, this study theories user dissatisfaction as an emergent, integrated 

experience produced by their dynamic interaction within real service encounters. By adopting 

a qualitative, cross-sector perspective, it demonstrates how breakdowns in one dimension (e.g., 

misinterpretation of intent) intensify perceived failures in others (e.g., emotional inauthenticity 

or trust erosion), thereby advancing existing variable-based models toward an experiential, 

process-oriented framework. 

Second, the study extends debates on simulated versus genuine empathy by showing how users 

actively interpret and evaluate emotional cues in relation to task complexity, sectoral risk (e.g., 

banking versus e-commerce), and expectations of moral and institutional responsibility. This 

moves beyond binary distinctions between technical performance and affective display,             
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revealing how perceived inauthenticity of empathy contributes to dissatisfaction even when 

informational accuracy is achieved. 

Third, by situating contemporary user experiences within a historical trajectory from rule-based 

to neural conversational agents, the study offers a longitudinal, sense-making perspective that 

explains why improvements in linguistic fluency and personalization have not resolved              

enduring tensions between efficiency, emotional credibility, and trust. In doing so, the research 

reframes chatbot evaluation from a purely technological problem to a socio-technical and             

ethical one, thereby extending human–AI interaction theory and service automation research 

with a user-centered, interpretivist model of dissatisfaction formation. 

METHODOLOGY 

Research Design and Paradigm 

This study is grounded in an interpretivist research paradigm, which assumes that reality is 

socially constructed and that meaning emerges through individuals’ subjective experiences. 

Given that user dissatisfaction with AI chatbots is shaped by personal expectations, emotions, 

prior experiences, and contextual factors, an interpretivist approach is particularly appropriate 

for capturing these complex and nuanced perceptions. 

A qualitative methodology was selected to align with the study’s aim of understanding how 

and why users experience misunderstanding and dissatisfaction during chatbot interactions, 

rather than measuring the frequency of predefined variables. Qualitative methods enable par-

ticipants to articulate their experiences, frustrations, and expectations in their own words, 

providing deeper insight into emotional responses, trust concerns, and contextual interpreta-

tions that cannot be fully captured through quantitative surveys. 

Semi-structured interviews were therefore employed to allow flexibility while maintaining 

consistency across participants. This approach supports exploratory inquiry and enables the 

identification of recurring themes across diverse service contexts. By adopting a qualitative, 

interpretivist lens, the study is able to generate rich, context-sensitive insights that directly in-

form user-centered chatbot design and service improvement strategies (Creswell & Poth, 2017; 

Denzin & Lincoln, 2018). 

Sampling Strategy and Participant Selection 

This study employed purposive sampling to ensure the selection of participants with relevant 

and direct experience using AI-driven chatbots in customer service contexts. Purposive sam-

pling is appropriate for qualitative, interpretivist research as it enables the deliberate selection 

of information-rich cases that can provide deep insight into the phenomenon under investiga-

tion (Creswell & Poth, 2017). 

Participants were required to have prior experience interacting with chatbots in at least one 

service domain, including e-commerce, banking, education, travel, or general customer service. 

This criterion ensured that participants could reflect meaningfully on chatbot performance, 

http://www.iprjb.org/


International Journal of Technology and Systems 

ISSN 2518-881X (Online)    

Vol.11, Issue 1, No.2, pp 16 – 34, 2026                                                                                                                                                                                                                                                                                                                        

                                                               www.iprjb.org  

24 
 

limitations, and user experience. A total of twelve participants were recruited, which is con-

sistent with qualitative research standards aimed at achieving depth of understanding rather 

than statistical generalization. 

The sample size was determined based on data saturation, whereby no substantially new themes 

emerged during later interviews. Including participants from multiple sectors enhanced the di-

versity of perspectives and increased the transferability of the findings across different service 

contexts. 

Data Collection Methods 

Data was collected through semi-structured, in-depth interviews, which are well suited for ex-

ploring personal experiences, perceptions, and emotional responses. This method allowed par-

ticipants to express their views freely while ensuring that key topics related to chatbot misun-

derstanding, response accuracy, emotional engagement, and privacy concerns were consist-

ently addressed across interviews. 

Each interview lasted approximately 30 minutes and was conducted individually to promote 

openness and minimize peer influence. A predefined interview guide consisting of open-ended 

questions was used, while allowing flexibility for probing and follow-up questions based on 

participant responses. This approach enabled the exploration of unanticipated issues and deeper 

clarification of participant experiences. 

Prior to data collection, participants were informed of the study’s purpose and provided verbal 

consent. Ethical considerations were addressed by ensuring participant anonymity, secure data 

storage, and the use of anonymized identifiers (e.g., P1–P12) in transcripts and reporting. All 

interviews were transcribed verbatim to ensure accuracy and to support rigorous qualitative 

analysis. 

Ethical Considerations 

Ethical considerations were carefully addressed throughout all stages of the research process 

in accordance with qualitative research ethics. Prior to participation, all participants were in-

formed about the purpose of the study, the nature of their involvement, and their right to with-

draw at any time without consequence. Verbal informed consent was obtained from all partic-

ipants before conducting the interviews. 

Participant confidentiality and anonymity were strictly maintained. No personally identifiable 

information was collected, and participants were assigned anonymized identifiers (P1–P12) to 

protect their identities in transcripts and reported findings. All interview data were securely 

stored and accessed only by the researchers. 

Given the study’s focus on AI chatbots and potential privacy concerns, particular care was 

taken to ensure that participants were not asked to disclose sensitive personal, financial, or 

organizational information. Any examples shared by participants were treated with discretion 

and reported in a generalized manner. 
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The study adhered to principles of voluntary participation, confidentiality, and data protection, 

ensuring that the research posed no foreseeable risk or harm to participants. These measures 

support the credibility, integrity, and ethical rigor of the study (Creswell & Poth, 2017; Denzin 

& Lincoln, 2018). 

Data Analysis 

This study adopts a qualitative approach, utilizing semi-structured interviews to gain in-depth 

insights into user experience with the chatbots through doing interviews. Twelve participants 

were selected through purposive sampling to ensure they had prior experience using chatbots 

in customer service settings. The sample included diverse users across various sectors (e-com-

merce, banking, travel, and student) to capture a range of perspectives. The interviews were 

conducted individually to guarantee consistency in topic coverage while preserving the indi-

viduality of participants’ experiences, each lasting 30 minutes. The time the participants took 

allowed them to hear the questions and respond to them very carefully. The participants were 

provided with a set of guided, open-ended questions designed to explore their experiences, 

challenges & perceptions of the chatbots. Additionally, participants were informed, ensured 

confidentiality, anonymized in transcripts, data securely stored, and verbal content was col-

lected and transcribed for accuracy. Thematic analysis was used to identify recurring patterns 

& themes in the collected data. The process involved manually coding transcripts, grouping 

similar codes into themes & reviewing these themes to ensure they accurately reflected the 

data. This approach allowed for the extraction of meaningful insights related to user frustra-

tions, expectations & preferences in chatbot interactions. Qualitative analysis is highly appro-

priate for this study because it concentrates on user experiences, emotional reactions and per-

ceptions. These elements are captured through exploratory methods and open-ended, rather 

than having a quantitative analysis. This study aims to understand "how" and "why" users are 

dissatisfied, using qualitative methods offer the flexibility to dig into areas participants find 

most important (Denzin & Lincoln, 2018). Qualitative interviews allow participants to express 

expectations, frustrations and nuanced feedback in their own words (Creswell & Poth, 2017). 

This approach identifies issues such as data privacy fears, lack of empathy and misinterpreta-

tion of queries, which may not apply for structured questionnaires. 

The following questions were used in interviewing the participants: 

1. Can you describe a situation where the chatbot did not understand your question? 

2. How effectively does the chatbot communicate its responses? 

3. Can you provide an example of when the chatbot’s response felt unnatural or confusing? 

4. How do you feel about using an AI chatbot instead of speaking with a human? 

5. Do you have any concerns regarding the privacy and confidentiality of your 

conversations with the chatbot? 

6. How satisfied are you with your overall experience using the chatbot? 

7. Have you ever felt frustrated with the chatbot’s responses? 

8. What is one improvement you would like to see in the chatbot’s performance? 

9. How would you compare your satisfaction with AI chatbot interactions to traditional 

customer support methods? 
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Having participants from different sectors (e-commerce, education banking) enhances the rich-

ness of the data and transferability. Identifying recurring issues across sectors, such as poor 

context recognition or lack of empathy, supports the notion that these problems are not specific 

to any one sector (Graham et al. 2025). Sector-Specific Needs: Chatbot expectations differ by 

sector. Retail users prefer fast, personalized answers, while banking customers prioritize secu-

rity. Each sector presents unique user expectations and challenges (Fan et al., 2023). The varied 

sections reveal common patterns and unique issues, enhancing the practical value of recom-

mendations. 

RESULTS 

12 interviews were conducted to examine customer experiences, challenges, and perceptions 

about AI chatbots. Analysis of the interviews revealed four dominant themes contributing to 

user dissatisfaction: 

Theme Description Number 

of Codes 

Examples 

Misunderstanding 

Customer 

Queries 

Chatbots frequently 

fail to grasp the 

intent behind 

customer queries, 

especially when 

phrased in non-

standard ways. 

12 1. P6: “Instead of helping me track my order, the 

chatbot kept telling me to go to the FAQ section which 

made tracking my order on a shopping site impossible. 

I kept rephrasing my question, but it still didn’t 

understand that I needed specific delivery details.” 

2. P1: “The chatbot was asked a question about a 

service that wasn’t covered by the chatbot scope. The 

chatbot answered with a default answer stating that I 

should contact the customer services agent, and they 

shall provide me further details as chatbot doesn’t 

have any information.” 

3. P5: “I inquired, “Why was my latest transaction 

rejected?” The chatbot kept telling me, “There are a 

number of reasons why a transaction may be declined. 

Please verify your balance or contact the support.” But 

I wanted to understand why my transaction failed.” 

Inaccurate or 

Incomplete 

Responses 

Responses are often 

vague, generic, or 

unrelated, leading 

to confusion and 

lack of problem 

resolution. 

12 1. P2: “Yes, I recently asked the chatbot about 

countries listed with letters V, the prompt response 

was correct and mentiome,4 countries, I replied to 

the prompt that how many words are mentioned in 

your response and chatbot got confused and 

mentioned the wrong numbers. I replied that your 

answer is incorrect and chatbot response was 

confusing and response was “you are right to 

challenge me, let me count again carefully” and the 

response was again wrong, I pushed the challenge 
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further and replied your response is incorrect. Kindly 

go through the screenshots for details.” 

2. P10: “Yes, one time I asked, "Can I return this 

if it was a gift?" and the chatbot responded with "We 

appreciate your interest in returns. Here is our return 

policy…" It didn’t actually address my specific 

situation.” 

3. P4: “I was trying to see what the last day is for 

withdrawing from a course without penalty, and the 

chatbot was sending me to a generic academic 

calendar instead of providing me with the exact date 

for my program.” 

Lack of 

Emotional & 

Personalization  

Chatbots often 

deliver robotic and 

non-customized 

replies, lacking 

human warmth or 

sensitivity. 

11 1. P3: “An example of a chatbot's response 

feeling unnatural or confusing could occur if it uses 

technical language when responding to a simple 

question. For instance, if a user asks, "What’s the 

weather like today?" and the chatbot responds with, 

"According to the meteorological data, atmospheric 

conditions indicate a likelihood of precipitation 

accompanied by a significant drop in temperature," 

the user might find that response unnecessarily 

complicated and confusing. A more natural and 

effective would be, "It's rainy today.”” 

2. P11: “I once asked, "Can I talk to an agent?" 

and the chatbot responded, "I can help you with 

that!" but then didn’t give me an option to connect 

with a human. It felt misleading.” 

3. P6: “Although the chatbot’s answers were 

polite and well-organized, it sometimes gave 

unspecific responses unhelpful answers. Rather, it 

felt like reading a machine-generated text instead of 

engaging in an actual communication.” 

Security and 

Privacy Concerns 

Users express 

distrust regarding 

how chatbots 

handle, store, or use 

personal and 

sensitive data. 

10 1. P1: “Yes, I do have serious reservations and 

concerns. Using an online or third-party chatbot for 

helping in my personal professional day-to-day 

activities enables the chatbot platform to have in 

depth knowledge about my business, operations, my 

challenges etc and that can be a serious threat in 

terms of security and data and information privacy 

and security. Localized AI chatbots can answer that 

http://www.iprjb.org/


International Journal of Technology and Systems 

ISSN 2518-881X (Online)    

Vol.11, Issue 1, No.2, pp 16 – 34, 2026                                                                                                                                                                                                                                                                                                                        

                                                               www.iprjb.org  

28 
 

but a huge investment Is needed in this regard for an 

individual.” 

2. P5: “Yup. What worries me most is how safe 

the chatbot system is and whether my chat history is 

saved because this is my financial data.” 

3. P12: “Yes, I’d like to know how my data is 

being stored and whether it’s used to improve AI 

models.” 

These answerers highlight chatbot issues like inaccurate and incomplete responses, misunder-

standing the context, and unhelpful responses. Additionally, many participants have expressed 

frustration with the chatbot due to lack of customization and disability to handle specific que-

ries. Security and privacy are also important aspects to the users, specifically financial infor-

mation and transactions. On the other hand, participants confirmed that chatbot has some ad-

vantages basically in simple inquiries, however, participants prefer human agents rather than 

chatbots in problem-solving issues, highlighting the need to enhance AI comprehension, con-

textual issues, and stronger data privacy protection. 

Recommendations Based on Findings 

Based on the study findings, the following are practical steps to enhance AI-powered chatbot 

engagement and customer service satisfaction: 

Enhancing Contextual Understanding and Response Accuracy 

Building expert systems requires detailed understanding of the user’s intention, which can be 

handled through advanced Natural Language Processing (NLP) and AI technologies. By em-

ploying these techniques, chatbots can grasp user inputs, resulting in better interactions. Also, 

real-life conversations should be used instead of predefined datasets to improve the effective-

ness of chatbots. This ensures that the bots reduce repetitive phrases and become more atten-

tive. In addition, chatbots should be more proactive and avoid responding to anything and eve-

rything with irrelevant or generic phrases. Doing so greatly enhances the accuracy of opera-

tional responses, in addition to making the conversation more enjoyable and user centric 

(Adamopoulou & Moussiades, 2020). 

Enhance Personalization and Emotional Intelligence 

Providing chatbots with access to specific customer information such as their past interactions 

and preferences is necessary for further chatbot personalization and effectiveness. Using these 

databases, chatbots can respond more efficiently and improve overall customer satisfaction and 

user experience. Additionally, the use of emotion detection algorithms can improve chatbot 

communication effectiveness as well. By using this technology, a bot’s speech can be altered 

to match the user’s emotional state and make interaction appear more sincere and warm. This 

strategy ultimately will enhance trust in AI customer support systems (Purington et al., 2019). 
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Ensure a Smooth Handoff to Human Agents 

To increase the efficiency of customer service, chatbots must allow users to easily transition to 

human agents so that users are not left waiting and becoming annoyed. Also, human workers 

must be able to view previous interactions with the chatbots to facilitate the flow of conversa-

tion. This way, users do not need to be asked the same questions multiple times, which makes 

service better. There also needs to be an appropriate division of labor between chatbots and 

human agents. Chatbots should handle basic queries and simple transactions, whereas complex 

issues and complex decision-making should be reserved for human agents. With this logical 

division of responsibilities, businesses can be as efficient as they desire and keep customers 

satisfied (Poser et al., 2021). 

Strengthen Security and Privacy Measures 

Clear communication about how a user’s data is being handled is key to obtaining trust for 

chatbots. Every business needs to be clear regarding how they collect, save, and use customer 

information. They are also expected to assure the users that strong privacy measures are put 

into safeguarding their information. Moreover, the option to remove chat history should be 

made available to users to enhance their control over their data with the intent of improving 

privacy. In addition, chatbots must improve the AI model's answers based on actual human 

interaction on a regular basis. This allows the resolution of routine issues and many important 

disputes. All these improvements not only enhance the security surrounding data, but trust the 

use of ethics in AI technology, thus improving confidence in automated customer service sys-

tems (Kausar, 2024). 

Continuous Improvement through User Feedback 

To boost the performance of chatbots and customer experience, companies have to embed feed-

back mechanisms that allow users to interact with the chatbot while giving feedback during the 

interaction. The design and functionality of the chatbot can be improved with the collection of 

user feedback. In addition, the AI models need to be refreshed often so the AI-driven chatbots 

can generate better answers to especially troublesome questions that customers have. By ana-

lyzing repeated issues, modifying their dialogue control systems, and establishing new “prob-

lem-solving” skills, chatbots can improve not just in finding solutions, but in providing accu-

rate answers. Moreover, routine tests and audits are essential for detecting performance issues, 

complying with quality benchmarks, and enhancing the general precision of the bots. All these 

measures are particularly useful since they improve the performance of customer support based 

on artificial intelligence, which makes systems more efficient and increases customer satisfac-

tion (Pum, 2022).  

If companies apply these recommendations, they will enhance the effectiveness, usability, and 

trustworthiness of the AI chatbot, which will increase customer satisfaction and engagement. 
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Case Example (Good Implementation): 

For example, Emirates Airlines demonstrates the use of the study's findings on their website. 

Emirates implemented chatbot system supports a variety of languages and provides real-time 

updates on flights, demonstrating theme 1 accuracy Misunderstanding Customer Queries: 

Emirates clearly understands “input” user queries. It gives Theme 2 accurate context,                  

trustworthy information, and personalization with respect to the profiles of the passengers 

(Theme 3). It also tells users how their information is used and how their privacy is safeguarded 

(Theme 4). These are the very changes participants in our study, particularly the elements of 

compassion, precision, and data protection in chatbot design. Therefore, Emirates Airlines 

aligns the airline’s practical operations and the themes from the study. (Help | Emirates, 2025).  

Limitation and Future Research 

We recognize the limitation of this case study due to the small sample size of 12 participants. 

Nonetheless, the aim was to extract rich narratives from knowledgeable participants from dif-

ferent industries. Qualitative approaches emphasize exploring issues in detail over their repre-

sentativeness. Future studies should investigate enhancing this research by employing larger 

samples and mixed methodology to corroborate the qualitative findings.  

Conclusion 

Overall, the research in this work uncovered four principal reasons for user dissatisfaction, 

misperception of questions, wrong responses, lack of emotional engagement, and privacy con-

cerns. These findings, based on real user experience, guided our recommendations for AI chat-

bot corrections. Organizations that want to achieve maximum customer service based on chat-

bots must address these specific issues to achieve maximum user satisfaction and trust.  
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AI-powered chatbots offer a great value to organizations in terms of maximizing customer 

service efficiency; however, to effectively serve the expectations of users, companies must 

invest to enhance the 'intelligence' of their chatbots, personalize the interactions, and implement 

secure CRM systems. With automation maximized at operational efficiency, customer-centric 

activities such as empathetic communication and seamless handover to human representatives 

shall become essential for long-term user trust and satisfaction. 

By pinpointing gaps in the emotionally sensitive and security-critical areas of chatbot commu-

nication, this study contributes to the human-AI interaction domain. Through gathering quali-

tative feedback from various sectors, the study provides framework-based practical recommen-

dations for redesigning chatbots which are more useful, actionable due to their tangible nature. 

The proposed changes not only fill existing gaps but also bring ethics and user-centric AI de-

velopment into focus. In the end, the research outcomes help businesses and developers build 

effective, reliable, empathetic, and user-oriented AI customer support systems which is what 

adds value to this research. 
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