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Abstract 

Purpose: The aim of the study is to examine how an 

ontology-based web crawler with a near-duplicate 

detection system improves the performance of a web 

crawler. 

Methodology: The experiment was carried out 

using secondary data from a sample web site which 

was used since crawling is an endless process. Using 

these two approaches, the ontology web crawler 

would search for relevant searches according to the 

search query of the user while the near-duplicate 

detection system would eliminate redundant data.  

Findings: It was observed that ontology web 

crawler performed better and faster than a normal 

crawler. It takes less execution time to search the 

web than other web crawlers. This is due to the fact 

that web documents are being filtered by the 

ontology web crawler such that only relevant web 

documents are retrieved according to the search 

query of the user. The relevant documents are 

further filtered by a near-duplicate detection system 

by removing web pages that are duplicates of each 

other and also remove near-duplicate web 

documents. This further reduces the number of web 

pages retrieved by the web crawler. This model 

saves on storage space because of the reduced 

number of web pages retrieved as it takes care of 

irrelevant and redundant web pages searched. 

Unique Contribution to Theory, Practice and 

Policy: The study recommends that the model can 

be improved to be dynamic by adding new relations 

that is the crawler should search for web pages 

related to the search even if they don’t contain the 

keywords searched. Domains and concepts should 

be added when visiting new web pages. 

Standardization of weights needs to be done because 

as of now experts assign weights to terms according 

to the area of expertise and knowledge.  
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INTRODUCTION 

A web crawler is a program that creates entries for a search engine after visiting web sites and 

reading their web pages (Lawankar and Mangrulkar, 2016). All computers are connected by 

virtual networks or mesh known as the internet.  There are various communication systems 

contained in the internet including academic, business, private and public networks. Various 

communication media are used to connect these communication systems such as, fiber optic 

cables, telephone lines, microwave and satellite. There is no single person or organization that 

owns the internet therefore information contained in the internet is extremely difficult to 

manage (Saini, 2016). 

According to Pranav and Chauhan (2015), the objective of a crawler is to gather as many useful 

pages as quickly and as efficiently as possible. A copy of all the visited pages is create by a 

web crawler for later processing by the search engine that will index the downloaded pages to 

provide fast searches. 

According to Komal and Dixit (2016), the internet has become the largest unstructured 

database for accessing information over the documents. Due to this, there are issues related to 

the World Wide Web that makes crawling difficult. The world wide web has grown from a 

thousand to a billion in recent years. It is also changing as time also changes. Due to its 

explosion in size web crawlers are important for locating information (Komal and Dixit, 2016). 

A large number of web pages are also constantly being added every day and information is 

constantly changing. The nature of the information on the web also gets changed (Udapure et 

al. 2014). 

There is also the issue of mirrored and near-duplicate pages when a crawler searches for 

information on the web. According to Singh and Imtiyaz (2017), the detection of duplicate 

records is tested due to the rapid growth in data volumes and the need to integrate data from 

various heterogeneous sources. There is an increase of duplicate web pages on the internet due 

to lack of a standard mechanism to guarantee the non-existence of a webpage before hosting 

them (Arun and Sumesh, 2015).  Duplicate web pages and near-duplicate web pages they affect 

the quality of the crawled content. They waste the user’s time, impact on the crawler’s storage 

affect page ranking and create additional overhead on search engines (Subramanyam et al. 

2016). 
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Architecture of a Web Crawler 

 

Figure 1: Architecture of a Web Crawler 

Source: Amudha (2017) 

Problem Statement 

Web crawlers have faced several limitations regarding retrieval of data from the World Wide 

Web. One of the challenges of web crawlers is being unable to get relevant and quality 

information according to the search query of the user from the web. This is due to the large 

volume of the World Wide Web. Information is provided by millions of web content providers 

and web pages are constantly being added and content of web pages keeps changing 

(Suryawanshi and Patil, 2015). 

Due to the large volume of the internet, users must either browse through a hierarchy of 

concepts to find the information they need or submit a query to a search engine to wade through 

thousands of results most of which are irrelevant (Suganiya and Haripriya, 2015). 

There is an increase of duplicate web pages on the internet due to lack of a standard mechanism 

to guarantee the non-existence of a webpage before hosting them (Anun and Sumesh, 2015).  

Duplicate web pages and near-duplicate web pages affect the quality of the crawled content. 

They waste the user’s time, impact on the crawler’s storage affect page ranking and create 

additional overhead on search engines (Subramanyam et al. 2016). 

The problem addressed by this thesis was the retrieval of irrelevant and redundant information 

from the web when a user enters a search query.  

Evolution of Web Crawlers 

Web crawlers could initially just collect data, modern day crawlers are capable of monitoring 

vulnerabilities and accessibility in web application. Web crawlers have been around since the 
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web was just the size of 100,000 web pages (Singla, 2015). The first web crawlers were RBSE 

spider developed by NASA in 1994, then came the WebCrawler developed by Brian Pinkerton 

in 1994 and the third was Archive.org known as way back machine (Williams, 2015). Web 

crawlers have evolved in the last decade from spiders to bots to multitasking and multipurpose 

web crawlers. The last decade has introduced distributed crawlers in 2003, which could crawl 

the world wide web pages in seconds, the Heritrix crawler developed in 2004 which was 

specifically intended to support focused and broad crawls.  Ajax crawler was developed in 

2007 which crawled through rich internet application and used Breadth first algorithm to index 

the web pages. Googlebot-mobile and Bingbot mobile were developed in 2014 due to 

advancement in internet technology and ease of accessibility via mobile phones (Singla, 2015). 

Conceptual Web Crawler 

According to Sharma and Devi (2016), web crawling is a tedious process because of the large 

volume of the web as the crawler crawls billions of web pages every day. The rate of change 

of web pages is high and also web pages are being added, removed or changed every day. 

The search crawl results are normally wasteful as most of the pages retrieved or downloaded 

do not match the search query of interest (Suganiya and Haripriya, 2015). Web pages 

downloaded may also be mirrored or near-duplicates reducing the quality of the search and 

wasting the user’s time (Nirmalrani et al. 2015).  Due to this there is a need to retrieve relevant 

information according to the search query and at the same time be able to retrieve non-

redundant data.  

The proposed web crawler was a combination of the ontology-based web crawler and a near-

duplicate detection system. The ontology-based web crawler would ensure that relevant web 

pages are retrieved according to the search query of the user and a near-duplicate detection 

system would ensure retrieval of non-redundant information from the web reducing overhead 

on the search engine and saving the user’s time in sorting of documents. Out of the relevant 

pages retrieved by the ontology crawler, the near-duplicate detection system would ensure that 

there are no duplicates or near-duplicate in the crawled web pages.  

 

Figure 2: Conceptual web crawler  

Source: Kumar and Kumar (2015) 
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METHODOLOGY 

This chapter outlines the research methodology and specific approach that was adopted from 

(Kumar and Kumar, 2015) to investigate the appropriate software for checking web pages and 

duplicate web pages. 

Steps for this approach: 

 

Figure 3: An Illustration of How the Ontology Based Web Crawler With a Near Duplicate 

Detection System Was Conducted.  

A general crawler is a crawler that crawls one page at a time until all the pages have been 

indexed. An ontology crawler is guided by an ontology describing the domain of interest and 

focuses on returning pages that are relevant to the topic ontology. A near duplicate detection 

system is a system that searches for web pages that are similar to each other or duplicates of 

each other and discards them. 

Research Design 

The researcher adopted a descriptive survey design. This was preferred since it had the aspect 

of investigating possible relationships between one or two variables. Descriptive research 

involves gathering data and later on tabulates, organizes, depicts and describes the data (Glass 

& Hopkins, 1984). Visual aids such as graphs and charts are used to aid the reader in 

understanding data distribution. Some tests were conducted for the purpose of testing the 

proposed approach. 

Parameters 

The relevance score was computed with reference taken from Kumar and Kumar (2015). The 

algorithm is, If SIMILAR_P <RANGE where “SIMILAR_P” is a relevant web page; if it is 

less than “RANGE” that is the limit set by the researcher, then web page is discarded and if 

SIMILAR_P >RANGE, then the web page is downloaded. The cutoff point that was set by the 

researcher was “3” which was used to check the relevance of the web document.  Weight was 

assigned to all key words and phrases by the researcher in the ontology. Terms which were 

more specific were assigned more weight and terms which were more common and were in 

more than one domain had less weight. For example, the word “internet” is a common term 

and is assigned the weight “1” and “website” is a more specific term and assigned weight “15”. 

The term is calculated according to the number of times it appears in a web document. The 

number of occurrence of a term is termed as frequency. The frequency of a term is multiplied 

by the weight assigned to it. The value obtained will be cross checked against the cutoff point. 

If the value obtained is greater than the cutoff point, then the document is relevant and therefore 
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indexed and if the value obtained is less than the cutoff point, then the document is irrelevant 

and is therefore discarded. 

The introduction of a near-duplicate web page detection system is with reference from Arun 

and Sumesh (2015), in the ontology web crawler will ensure that indexed relevant web 

documents are non-redundant. A threshold was set for the comparison of web documents which 

was “80”.  Web documents were compared against each other to ensure that they are not 

duplicates or near-duplicates of each other. This was done by using a hybrid mechanism. 

Filtering was done and it used the number of sentences on the web page. The difference in 

number of sentences were to be less than or equal to the sentence threshold. The documents 

were then calculated bit by bit and the simHash value obtained from the calculation was 

compared with the set sentence threshold. If the calculated difference was less than or equal to 

the sentence threshold then the web document was termed as a duplicate and was discarded 

and if the calculated difference was greater than the threshold, then the document was termed 

as a non-duplicate document and indexed.  

Pseudo code for relevance: 

The web page is checked for legitimacy that is, which markup language 

The web page is added to line once markup language is characterized 

The web page is parsed 

Contents of the web page are compared to ontology 

Threshold is set to determine the relevance of the document 

If web page is less than the set threshold then it is discarded else 

The web page is downloaded 

Pseudo code for duplicate detection: 

Terms are assigned weights  

Frequency are assigned to terms 

A TDW list is computed 

Input web pages is compared with existing web pages 

Bit by bit comparison is done to the input web pages  

If the specified threshold is satisfied then web pages is marked as a near-duplicate 

http://www.iprjb.org/
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Flow chart for proposed model 

 

Figure 4: Flow Chart for Proposed Model 

The researcher presented a case of how the suggested web crawler computes the relevancy of 

the web given in reference for the keyword “web design”. Web design was the root class in the 

ontology. It has subclasses developer, design and web. The developer class is further divided 

into subclasses Front-end, back-end and full stack. Design has subclasses layout, color and 

graphics. Web has subclasses search engine, websites and browser. Search engine is further 

divided to search, URLs, index and crawler. Websites is divided into page and database. 

 

Figure 5: Graphical Representation of the Ontology for Web Design 
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Weight is assigned to different terms in the ontology based on how important it is in that 

particular domain. Experts assign weight depending on their field of expertise.  

 

Figure 6: Weight Table 

Here, relevance of a page is SIMILAR_P=∑38.7 

The LIMIT set by the researcher was “3” therefore the web page is SIMILAR_P>LIMIT 

The crawler concludes that the web page is relevant and starts downloading it. 

The user was able to search for a web page after it was indexed. 

The content of web pages are then checked bit by bit if they are similar or not. If they pass the 

threshold set, that is 60% and above then the web pages are near-duplicates. If the similarity 

check is less than 60%, then the web pages are not similar. 

Experimental Setup 

The experiment was conducted on a windows machine running AMD E1-1200 APU CPU 1.40 

GHz processor with 2GB of RAM. Xampp software was installed and used to develop the 

crawler. Simulation was done using 102 pages from a sample website. The URL for the sample 

website is “http://localhost/web-test/” 

RESULTS 

Experimental results  

Figure 7: Interface for Web Page Indexing 

The researcher started by entering a URL “http://localhost/web-test/” of the sample website to be 

indexed. Relevance and duplicate detection is not being checked at this point. 
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Figure 8: Indexed Web Pages without Ontology or Duplicate Detection 

All 102 web pages are being indexed because relevance and duplicate detection are not being 

considered at this point. 

 

Figure 9: Relevance Computation 

When ontology is used, the crawler indexes 76 pages which are relevant pages as the crawler 

has found 26 irrelevant web pages. A relevant web page is a web page where the content 
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matches the ontology. Here the domain of the ontology is “web design”. Therefore 26web 

pages did not match the ontology that is, the content was not about web design.  

 

Figure 10: Sample of Web Page 76 

The content of this web page is about food that can save your heart. This content does not 

match the ontology that is “web design” therefore it is identified as an irrelevant web page. 

 

Figure 11: Sample Web Page 75 

The contents of this web page are about “what you are doing wrong with your website”. 

Therefore this web page is identified as a relevant web page as it matches the ontology “web 

design” 
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Figure 12: Similarity Comparison 

Web page 3 is compared to web page 21 and the similarity is 0.03%. This means that the content of the web pages 

is not similar. Web page 3 is also compared to web page 2 and the similarity is 80%. This means that web page 3 

and web page 2 are duplicates or near-duplicates of each other. Similarity is defined as a part of text that has been 

modified or altered. 

 

Figure 13: Sample of Web Page 2 

 

Figure 14: Sample of Web Page 3 

The text “Here we give you a simplified method to plan your website design” is the part of text 

that is modified from “we outline a simple method that you can follow to plan out your sites 

content and design” making these two web pages duplicates of each other 

Experimental Results for Performance Measure 

Table 1: A Table Showing Experimental Results 

 No. of web pages 

retrieved 

Time elapsed 

Normal crawler 102 web pages  0.079 seconds 

Crawler with ontology 76 web pages  0.031 seconds 

Crawler with near-duplicate detection 42 web pages  0.009 seconds 

Crawler with ontology and near-duplicate 

detection  

38 web pages  0.005 seconds 
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The number of web pages and the time elapsed keep reducing when the crawler uses ontology 

as with near-duplicate detection and with both. 

An Ontology Web Crawler with a Near-Duplicate Detection System 

The proposed framework was adopted from two frameworks; ontology based web crawler and 

Near-Duplicate Web Page Detection by Enhanced TDW and simHash Technique.  

The feature borrowed from the ontology web crawler was the use of ontology. In our case the 

domain of the ontology was “web design”. The featured borrowed from the near-duplicate 

detection system was the use of TDW and the simHash technique. 

Data Description 

The sample size was 102 web pages that were in a test website. The web pages included a 

combination of relevant, irrelevant and duplicate web pages. The focused domain was on “web 

design”. The criteria used to test performance were time and number of web pages retrieved. 

Difference between Proposed Framework and Others  

Similar approaches have been used to improve the performance of a web crawler and they have 

one of two things in common. One is the retrieval of relevant web pages and the other is they 

remove duplicate and near-duplicate web pages. The approaches that retrieved relevant web 

pages, did not take into account that the retrieved relevant documents could be duplicated or 

near-duplicated of each other. The approaches that removes redundant data did not retrieve 

relevant searches. The proposed approach has combined the use of ontology with a near-

duplicate detection system that retrieved relevant information according to the search query of 

the user and also removes redundant information from the search. 

Discussion  

After evaluating the performance of our proposed approach, it was observed it performed better 

and faster than a normal crawler. When it imitated the behavior of a normal crawler, it indexed 

and crawled all 102 web pages including irrelevant and duplicate web pages. Irrelevant web 

pages included pages about food and travelling around the world. The time elapsed when 

crawling with a normal crawler was 0.079 seconds. When ontology was used, 76 web pages 

were retrieved and the time elapsed was 0.031 seconds. When near duplicate detection was 

used, 42 web pages were retrieved and the time elapsed was 0.009 seconds. When both 

ontology and near-duplicate detection were used, 38 web pages were retrieved and the time 

elapsed was 0.005 seconds. The number of web pages and time elapsed reduced when ontology 

was used. The same effect was seen when duplicate detection was used. The number of web 

pages reduced even further when both ontology and duplicate detection were used.  

SUMMARY, CONCLUSION AND AREAS OF FURTHER RESEARCH 

Summary 

An ontology web crawler with a near-duplicate detection system will take web search to a 

whole new level. The proposed approach takes less execution time to search the web than other 

web crawlers. This is due to the fact that web documents are being filtered by the ontology web 

crawler such that only relevant web documents are retrieved according to the search query of 

the user. The relevant documents are further filtered by a near-duplicate detection system by 

removing web pages that are duplicates of each other and also remove near-duplicate web 

documents. This further reduces the number of web pages retrieved by the web crawler. This 
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process takes less execution time to search the web because it focuses on crawling web pages 

that are relevant to a given topic ontology and non-duplicate data. The proposed model will 

save on storage space because of the reduced number of web pages retrieved as it takes care of 

irrelevant and redundant web pages searched. The proposed model will also improve page 

ranking because the search results will match the search query of the user because all the 

irrelevant and redundant web pages will have been discarded and removed from the search 

results.  The time spent by the user searching for relevant information was reduced greatly 

because there were fewer documents to choose from. 

Conclusion 

Due to every growing World Wide Web, web pages are constantly updated, deleted or changed. 

This poses a challenge on web crawlers as they are only able to download a fraction of the web 

pages on the World Wide Web. This means that even when web crawlers download pages they 

may be irrelevant and do not match the search query. The crawled results also include mirrored 

or near-duplicate web pages. The proposed web crawler will crawl relevant web pages that 

match the search query at the same time get rid of redundant data.  This approach will reduce 

computational time, manage storage space, improve page ranking and reduce user’s time in 

searching for relevant information.   

Areas of Further Research 

Despite the fact that the proposed model is efficient, it would need improvement in some areas. 

The ontology remains static; it can be improved to be dynamic by adding new relations that is 

the crawler should search for web pages related to the search even if they don’t contain the 

keywords searched. Domains and concepts should be added when visiting new web pages. 

Standardization of weights needs to be done because as of now experts assign weights to terms 

according to the area of expertise and knowledge.  
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